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The circadian timing system (CTS)

hormone that is released by the pineal gland, is
one example of a multisynaptic output of the SCN
(Tordjman et al., 2017). It is widely used as a phase
marker for the SCN, and, interestingly, its secretion has
been shown to feedback on the SCN (Shimomura et al.,
2010). At the peripheral level, each nucleated cell is
endowed with a molecular circadian clock that gener-
ates autonomous intracellular circadian variations and
is under the control of both SCN-driven systemic and
tissue-level factors. In physiologic conditions, the oscil-
lators in this complex interacting system display stable
and well-defined phase relationships with each other.
In fact, multiorgan high-density time course experi-
ments in mice have revealed that at least the core clock
genes exhibit similar phases throughout at least a
dozen different tissues (Zhang et al., 2014b). Although
a growing number of pathways for resetting cellular
clocks are discovered, it is largely unknown how all of
these interact in vivo and how the various tissues
maintain coherent phase relationships with each other
and with the environmental cycles. A number of
possible mechanisms have already been proposed, and
most likely all of these signals contribute in a tissue-
specific manner (Schibler et al., 2015).
To be useful for anticipating environmental changes

or specific events, the organism has to synchronize its
clocks with outside cues. There are various of these
so-called Zeitgeber (German for “time givers”) or syn-
chronizers that entrain the CTS components to a robust
24-hour rhythm by resetting the phase or influencing
the amplitude of the CTS oscillators at the cellular
as well as organismal level (Fig. 1). One of the most
well-studied Zeitgeber is the alternation of light and

darkness over 24 hours. In mammals, light is exclu-
sively detected by the retina through classic photore-
ceptors as well as specialized retinal ganglion cells that
have direct monosynaptic connections into the SCN
(Peirson et al., 2005). Rest-activity patterns, including
sleep-wake cycles, familial and professional interac-
tions, and physical exercise, also influence the central
clock, whereas meal timing impacts metabolism-linked
peripheral clocks.

2. The Parts—Cellular Circadian Clocks. Under
physiologic conditions, presumably all mammalian cells
in the body possess a functional circadian oscillator. In
principle, the underlying molecular mechanism is a
negative feedback loop (Jolley et al., 2012). This basic
mechanism was first described in fruit flies (Hardin
et al., 1990). Although the players vary, the basic
building principle is conserved across phyla and can
be found in temporal variations in unicellular cyano-
bacteria as well as mammalian cells (Brown et al.,
2012). Interestingly, the clock genes that contribute to
the core transcriptional/(post-)translational feedback
loops have largely been found using forward genetic
N-ethyl-N-nitrosourea mutagenesis screens for domi-
nant mutations or targeted transgenics on homologs of
known clock genes in other organisms. Deletion or
mutation of most of these genes leads to strongly
disrupted circadian rhythms in behavior.

In mammals, the core clock genes of these oscillators
are known in great detail, and the mechanism is briefly
described below (Takahashi, 2017). The transcriptional
activator complex of BMAL1 and its partner CLOCK or
NPAS2 binds to short palindromic so-called E-box
elements in the promoter of PER and CRY repressor

Fig. 1. The CTS. The CTS is composed of a central pacemaker located in the SCN that displays autonomous circadian oscillations, but is also entrained
by external cues such as light or socioprofessional activities. The SCN further generate rhythmic physiologic signals exerting a control on the
autonomous molecular clocks present in each nucleated cell, which, in turn, induce oscillations in the expression of a large number of genes involved in
key intracellular processes.

164 Ballesta et al.

SCN : Suprachiasmatic Nuclei

Different external cues!

Interpatient CTS
variability

Amaster clock acting as an autonomous ≈ 24h-oscillator synchronised by external cues
This master clock entrains the peripheral clocks in the cells via physiological signals
The peripheral clock induces oscillations in key intracellular processes
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Personalizing chronotherapies

4154 |   INNOMINATO ET AL.

F I G U R E  3  Main chronoIFLO toxicities according to irinotecan timing and sex. A, Heat maps of percentages of male or female patients 
having developed grade 3-4 hematological or clinical toxicities over three or six cycles. B, Best fit cosine curves for percentages of men with grade 
3-4 neutropenia or anorexia over six cycles with respect to irinotecan timing. C, Best fit cosine curves for percentages of women with grade 3-4 
neutropenia or anorexia over six cycles with respect to irinotecan timing. D, Polar plots highlighting the sex-specific clock hours associated with 
minimum incidence of toxicities. For each toxicity, the arrow's length and angle represent amplitude and clock time of minimum value of the best-
fit cosine, respectively. Only toxicities with significant cosinor tests are displayed (P < .05)
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[Innominato et al., Cancer Medicine, 2020]

Multicentric study 193 patients - 67%men
Metastatic colorectal cancer
Irinotecan administrated at 6 different times

Large inter-patient variability→Need for personalized optimal timing
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Personalizing chronotherapies

Necessary rhythms of pharmacological proteins required
[Dulong et al., Mol. Cancer Ther., 2015]

→ Data collection too invasive and costly
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Personalizing chronotherapies

Nowadays, access to noninvasive measurements throughwearables data

8insight.jci.org   https://doi.org/10.1172/jci.insight.130423

C L I N I C A L  M E D I C I N E

been determined previously (13). In this independent sample, median, IQR, and extremes of  predicted 
individual circadian phases matched those in the current study (Supplemental Figure 2) very well, 
although accuracy could not be computed because core body temperature rhythms were not recorded. 
By bootstrapping the residuals of  the INTime model fit, we obtained pseudo data sets with arbitrary 
size n. By applying 1000 Monte Carlo simulation trials, we found that n = 600 and n = 1000 samples 
would be required to stabilize the INTime model fit so that the corresponding 90% and 95% CIs of  the 
adjusted R2 were less than 10% of  the given value of  0.637.

Our findings have a major potential impact for the reduction of  severe adverse events from treatments, 
whose reduction represents a critical challenge for improving patient quality of  life, treatment compliance, 
treatment efficacy, and human health care cost burden. As an example, a 10.8-fold increase in the yearly 
rate of  emergency visits for cancer treatment–related toxicities has been documented over 10 years in a 
large US study, where 91% of  the emergency visits translated into emergency admissions, and 4.9% of  
deaths, resulting in related costs of  billions of  US dollars (39).

In conclusion, using a teletransmitting dual-function chest sensor and INTime, treatment timing can 
be personalized both between and within patients, thus potentially reducing adverse events and improv-
ing therapeutic outcomes. Such personalized chronotherapy deserves prospective testing and could help 
invert the steadily rising economic burden of  treatment morbidities in cancer and chronic diseases.

Methods

Study design and human subjects
The study aimed at (a) the estimation of  the internal circadian phase during daily routines, a process that 
usually requires a constraining circadian physiology protocol in the laboratory (30, 33), and (b) the assess-
ment of  the relevance of  age and sex to the noninvasive circadian biomarkers selected for informing on the 
CTS during human daily routines (Figure 5).

We aimed to recruit 30 adult volunteers stratified by sex and age above or below 40 years with valid data.
Eligibility criteria included the ability to work or to perform usual activities and to be aged 18 years 

or more. Exclusion criteria involved any uncontrolled pathological or psychological condition; any known 
gastrointestinal disease; any ongoing treatment with glucocorticosteroids, melatonin agonists or antago-
nists, lithium, or analgesic; any contraindication to the use of  electronic devices; and night shift work or 

Figure 5. Study picture. Schematic description of the study design. GPRS, General Packet Radio Service. Icon credit: Pixabay (https://pixabay.com/).  
User license available at https://creativecommons.org/licenses/by/4.0/.

5insight.jci.org   https://doi.org/10.1172/jci.insight.130423

C L I N I C A L  M E D I C I N E

Figure 3. Intersubject variabilities in rest-activity and chest surface temperature. (A) Representative examples of chronograms of chest surface tem-
perature (top) and rest-activity (bottom) of 2 participants (blue represents a female, 71 years old; gray, a male, 34 years old). Hourly aggregated data are 
shown with dots, with solid curves corresponding to Fourier fitting with harmonics estimated using Spectrum Resampling algorithm (28). The dark bars 
represent the participants’ respective sleeping spans. (B) Top: Circadian activity state probability plot from harmonic HMM for a 78-year-old male partici-
pant illustrating the computation method of the center-of-rest time. Three activity states were assumed in the HMM, i.e., inactive state (blue), moder-
ately active state (pink), and highly active state (red). The 3 states’ probabilities sum up to 1. The center-of-rest time was computed as the gravity center 
of the inactive state probability profile (blue), as indicated with a dashed, vertical black line. Bottom: Box plot (5th–95th percentiles) of the center-of-rest 
times in the 33 participants. The dark bar represents the mean sleep span of all 33 participants. (C) Representative examples of the chest surface tem-
perature of the same participants as in A. Five-minute aggregated data are shown as dots, and solid curves represent the averaged 24-hour profiles using 
cosinor fitting. The dark bar represents the mean sleep span of both participants. (D) Range of chest surface temperature acrophases (and 90% confidence 
limits estimated by bootstrap method) of the 24 participants displaying a 24-hour rhythm (left) and the 9 participants with a dominant 12-hour rhythm 
(right). The dark bar represents the mean sleep span of the corresponding participants. 

Woman, 71 years old (blue)
Man, 34 years old (grey)

Adapted from [Komarzynski et al., JCI insight, 2019]
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Personalizing chronotherapies

Can chronotherapies be personalized using noninvasive
datameasurements?
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Personalizing chronotherapies

Can chronotherapies be personalized using noninvasive
datameasurements?

Model learning approaches can be designed to identify
unknown interactions
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Outline

1 A mathematical model of the circadian clock and drug pharmacology to optimize
irinotecan administration timing in colorectal cancer

2 Model learning to identify systemic regulators of the peripheral circadian clock

3 Reactmine: an algorithm for inferring biochemical reactions from time series data
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Part 1 - A mathematical model of the circadian clock and
drug pharmacology to optimize irinotecan administration

timing in colorectal cancer
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A novel mathematical model of the mammalian peripheral circadian clock
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Fit of the model on liver mouse data from [Narumi et al., PNAS, 2016]

Parameter fitting using CMA-ES [Hansen et al., Evolutionary Computation, 2001].
Fitness function: least squares
Biological constraints added to the optimization
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Application to human colon cancer cell lines SW480 and SW620
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Extension to PK-PD network of anticancer drug irinotecan
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Time-dependent treatment of human cancer cell lines
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Conclusion - first part
A novel model of the mammalian circadian clock

▶ Fitted with time-resolved gene expression and protein abundances
▶ Absolutely quantitative

Successfully connected to the irinotecan PK-PD network
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Wearable technologies
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been determined previously (13). In this independent sample, median, IQR, and extremes of  predicted 
individual circadian phases matched those in the current study (Supplemental Figure 2) very well, 
although accuracy could not be computed because core body temperature rhythms were not recorded. 
By bootstrapping the residuals of  the INTime model fit, we obtained pseudo data sets with arbitrary 
size n. By applying 1000 Monte Carlo simulation trials, we found that n = 600 and n = 1000 samples 
would be required to stabilize the INTime model fit so that the corresponding 90% and 95% CIs of  the 
adjusted R2 were less than 10% of  the given value of  0.637.

Our findings have a major potential impact for the reduction of  severe adverse events from treatments, 
whose reduction represents a critical challenge for improving patient quality of  life, treatment compliance, 
treatment efficacy, and human health care cost burden. As an example, a 10.8-fold increase in the yearly 
rate of  emergency visits for cancer treatment–related toxicities has been documented over 10 years in a 
large US study, where 91% of  the emergency visits translated into emergency admissions, and 4.9% of  
deaths, resulting in related costs of  billions of  US dollars (39).

In conclusion, using a teletransmitting dual-function chest sensor and INTime, treatment timing can 
be personalized both between and within patients, thus potentially reducing adverse events and improv-
ing therapeutic outcomes. Such personalized chronotherapy deserves prospective testing and could help 
invert the steadily rising economic burden of  treatment morbidities in cancer and chronic diseases.

Methods

Study design and human subjects
The study aimed at (a) the estimation of  the internal circadian phase during daily routines, a process that 
usually requires a constraining circadian physiology protocol in the laboratory (30, 33), and (b) the assess-
ment of  the relevance of  age and sex to the noninvasive circadian biomarkers selected for informing on the 
CTS during human daily routines (Figure 5).

We aimed to recruit 30 adult volunteers stratified by sex and age above or below 40 years with valid data.
Eligibility criteria included the ability to work or to perform usual activities and to be aged 18 years 

or more. Exclusion criteria involved any uncontrolled pathological or psychological condition; any known 
gastrointestinal disease; any ongoing treatment with glucocorticosteroids, melatonin agonists or antago-
nists, lithium, or analgesic; any contraindication to the use of  electronic devices; and night shift work or 

Figure 5. Study picture. Schematic description of the study design. GPRS, General Packet Radio Service. Icon credit: Pixabay (https://pixabay.com/).  
User license available at https://creativecommons.org/licenses/by/4.0/.

5insight.jci.org   https://doi.org/10.1172/jci.insight.130423

C L I N I C A L  M E D I C I N E

Figure 3. Intersubject variabilities in rest-activity and chest surface temperature. (A) Representative examples of chronograms of chest surface tem-
perature (top) and rest-activity (bottom) of 2 participants (blue represents a female, 71 years old; gray, a male, 34 years old). Hourly aggregated data are 
shown with dots, with solid curves corresponding to Fourier fitting with harmonics estimated using Spectrum Resampling algorithm (28). The dark bars 
represent the participants’ respective sleeping spans. (B) Top: Circadian activity state probability plot from harmonic HMM for a 78-year-old male partici-
pant illustrating the computation method of the center-of-rest time. Three activity states were assumed in the HMM, i.e., inactive state (blue), moder-
ately active state (pink), and highly active state (red). The 3 states’ probabilities sum up to 1. The center-of-rest time was computed as the gravity center 
of the inactive state probability profile (blue), as indicated with a dashed, vertical black line. Bottom: Box plot (5th–95th percentiles) of the center-of-rest 
times in the 33 participants. The dark bar represents the mean sleep span of all 33 participants. (C) Representative examples of the chest surface tem-
perature of the same participants as in A. Five-minute aggregated data are shown as dots, and solid curves represent the averaged 24-hour profiles using 
cosinor fitting. The dark bar represents the mean sleep span of both participants. (D) Range of chest surface temperature acrophases (and 90% confidence 
limits estimated by bootstrap method) of the 24 participants displaying a 24-hour rhythm (left) and the 9 participants with a dominant 12-hour rhythm 
(right). The dark bar represents the mean sleep span of the corresponding participants. 

Woman (blue) Man (grey)

Adapted from [Komarzynski et al., JCI insight, 2019]
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Part 2 - Model learning to identify systemic regulators of
the peripheral circadian clock
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Mouse class systemic regulators data

4 mouse classes (2 sex / 2 strains)
12-hour light exposure followed by 12-hour darkness
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Mouse class gene expression data (liver)
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Identifying the action of systemic regulators on the peripheral circadian clock
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Identifying the action of systemic regulators on the peripheral circadian clock
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Incorporating systemic regulators action on gene expression

Hypothesis 1: Multiplicative control of systemic regulators z on gene transcription

𝑑𝑥𝑣𝑖𝑣𝑜
𝑑𝑡 = 𝑓Transc(z)𝑉maxTransc(M, 𝛾) − 𝛼𝑥𝑣𝑖𝑣𝑜

⟹ 𝑓Transc(z) ∝
𝑑𝑥𝑣𝑖𝑣𝑜

𝑑𝑡 + 𝛼𝑥𝑣𝑖𝑣𝑜

Transc(M, 𝛾)

Hypothesis 2: Multiplicative control of systemic regulators z on genemRNA degradation

𝑑𝑥𝑣𝑖𝑣𝑜
𝑑𝑡 = 𝑉maxTransc(M, 𝛾) − 𝑓Deg(z)𝛼𝑥𝑣𝑖𝑣𝑜

⟹ 𝑓Deg(z) ∝
𝑉maxTransc(M, 𝛾) −

𝑑𝑥𝑣𝑖𝑣𝑜

𝑑𝑡
𝑥𝑣𝑖𝑣𝑜

Data for 𝑥 = Bmal1, Per2 and Rev-Erb𝛼mRNAs
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Systemic regulators identification as a regression problem

⇔ 𝑓Transc(z̄(𝑡𝑖)) ∝∼

𝛥𝑥̄𝑣𝑖𝑣𝑜(𝑡𝑖)
𝛥𝑡𝑖

+ 𝛼𝑥̄𝑣𝑖𝑣𝑜(𝑡𝑖)
Transc(M, 𝛾) ∶= 𝑦(𝑡𝑖)

Mouse class data z̄ 𝑥̄

Learn 𝑓Transc using the samples 􏿺􏿴z̄(𝑡𝑖), 𝑦(𝑡𝑖)􏿷 , 𝑖 = {1, … ,𝑁 − 1}􏿽

Systemic Regulators

Residuals

Explicit form
(unknown)

Learning 𝑓Transc usually boils down to solve

argmin
̂𝑓∈ℱ

𝑁−1
􏾜
𝑖=1

􏿴𝑦(𝑡𝑖) − ̂𝑓(z̄(𝑡𝑖))􏿷
2

For this study,ℱ will be the space of linear functions.
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Computing 𝑦: acquisition of clock parameters and protein levels in vitro

In vitro setting ⟹ 𝑓Transc(z) constant ⟹ Fit model on hepatocytes data
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[Atwood et al., PNAS, 2011]

→ 𝛼, 𝛾 and𝑀(𝑡) estimates obtained ⟹ 𝑦(𝑡) =
𝛥𝑥̄𝑣𝑖𝑣𝑜(𝑡𝑖)

𝛥𝑡𝑖
+𝛼𝑥̄𝑣𝑖𝑣𝑜(𝑡𝑖)

Transc(M,𝛾) can be computed.
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Residual trajectories 𝑦(𝑡)
Hypothesis: “in vivo clock≈ in vitro clock + systemic control + perturbation noise”

→ Perturbations of parameter values to obtain multiple residual trajectories
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Total error as a function of the number of involved regulators
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2-termmodels ranking

Models sorted from best to worse for each gene
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Food Intake and Temperature stand out as best models key components.

Melatonin included as negative control: validation of the approach.
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Classwise weights analysis for best 2-termmodels
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Conclusion - second part

Biological insights and perspectives:

No realistic control for all 3 genes mRNA degradation & Rev-Erb𝛼 transcription

▶ Control might not be linear

▶ Nonmeasured systemic variables may be responsible

Systemic regulators may act on a part of the clock where data is not available

Food Intake and Temperature main actors for Bmal1 and Per2 transcription

Statistically significant differences of regulator weights on the basis of genetic
background and sex: need for patient stratification
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Part 3 - Reactmine: an algorithm for inferring biochemical
reactions from time series data

Input: single time series data Y = 􏿴𝑦𝑙,𝑖􏿷1⩽𝑙⩽𝑛
1⩽𝑖⩽𝑚

Output:
Chemical Reaction Network

Reactmine
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Framework

Reaction: (𝑅, 𝑃, 𝑓) with 𝑅 (resp. 𝑃) set of reactants (resp. products) and 𝑓 rate function.

Chemical Reaction Network (CRN): Finite set of reactions

0/1 Stoichiometry

Elementary reactions: at most two reactants

At most 1 catalyst

Learning protocol:

▶ Learn a CRN involving only observed species

▶ Based on a single trace (no combinatorics of initial states and Knockouts)
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Reactmine flowchart

Input trace Y

ℛ = ∅
V̂ ← Velocities
estimation(Y)

𝐶 ← Skeleton
Generation
(V̂, 𝛿max)

𝐶 ← Kinetic
Inference
(𝐶, Y, V̂)

𝑟∗ ← Selection
(𝐶, 𝛼)

ℛ ← ℛ ∪ {𝑟∗}
V̂ ← Update(V̂, 𝑟∗)

ℛ ← Global
Optimization
(V̂ init,ℛ )

Output
CRNℛ

yes

no
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Reactmine extended to a search tree algorithm
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Evaluation on Toy CRNs

𝛿max species variations similarity threshold fixed to 3
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Evaluation on Toy CRNs
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Results on the Loop CRN
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Reactmine parameter sensibility on the Loop CRN

Loop CRN recovered for specific parameter values

But consistent results for numerous (𝛼, 𝛽) parameter combinations
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Conclusion - third part

A method to sequentially infer biochemical reactions.

▶ Parsimony of the inferred network integrated by construction.

Philosophy: “mining” reactions at specific time points where they are preponderant.

▶ More reliable estimation of reaction kinetics based on support

▶ Explainability of the method through the support set of inferred reaction

Extension from greedy to research algorithm allowed reconstruction of a cyclic CRN.

Application to biological models with multiple time scales in preparation.
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Summary of methodological and biomedical contributions
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