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Background

PhD - Inria Saclay & Institut Curie - supervised by François Fages and Annabelle
Ballesta (defended february 2022)

▶ On learningmechanistic models from time series data with applications to
personalized chronotherapies

▶ Designed tools to learn chemical reaction networks (ODEs) from time series data
▶ Mechanistic model of circadian clock & PK-PD of irinotecan, an anticancerous drug

Prior to that, formation in mathematics, specifically data science & probabilities

Since february 2022, postdoc at Aalto University, Helsinki
▶ Probabilistic Machine Learning team
▶ Human-In-The-LoopMachine Learning for drug design
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Modern AI

Amazing results in
classification, regression,
generation

Successfully took the human
out of the loop

Price to pay:

Tremendous amounts of
data (ChatGPT, DALL-E…)

Well-defined task to solve
A painting of a fox sitting in a field

at sunrise in the style of Claude Monet
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Modern AI

Amazing results in
classification, regression,
generation

Successfully took the human
out of the loop

Price to pay:

Tremendous amounts of
data (ChatGPT, DALL-E…)

Well-defined task to solve
A painting of a fox sitting in a field

at sunrise in the style of Claude Monet

These requirementsmay not hold in health sciences
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Human-In-The-Loop Machine Learning

Field of research concerned with finding ways to elicitate and
integrate expert feedback into ML algorithms

1 Knowledge elicitation
▶ What is the most informative way to query an expert about a precise topic?
▶ Sequential querying strategies: active learning, bayesian experimental design
▶ Information theory

2 Probabilistic expert feedback observation model of…
▶ Binary response
▶ Human latent utility function
▶ Interactions between multiple experts

Highly beneficial in the small data regime.
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Today’s talk

1 Improving genomics-based predictions for precision medicine through active
elicitation of expert knowledge

2 Towards a safe integration of expert feedback in Bayesian Optimization

3 Human-In-The-Loop Bayesian Optimization for de novo drug design
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Improving genomics-based predictions for precision
medicine through active elicitation of expert knowledge

After Sundin et al., Bioinformatics, 2018

Bioinformatics, Volume 34, Issue 13, 01 July 2018, Pages i395–i403, https://doi.org/10.1093/bioinformatics/bty257
The content of this slide may be subject to copyright: please see the slide notes for details.

Fig. 1. Overview. Predictions in small-sample-size problems are 
improved by asking experts in an elicitation loop. ...
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Predicting quantitative traits based on genomic features
using sparse bayesian linear regression

Input: genomic features 𝑋 ∈ ℝ𝑁×𝑀 ; output: traits 𝑌 ∈ ℝ𝑁×𝐷,𝑀≫ 𝑁

𝑦𝑛,𝑑 ∼ 𝒩 (𝑤𝑇𝑑 x𝑛, 𝜎2𝑑)

Sparsity taken into account with a spike-and-slab prior:

𝑤𝑑,𝑚 ∼ 𝛾𝑑,𝑚 𝒩 (0, 𝜏2𝑑,𝑚) + (1 − 𝛾𝑑,𝑚) 𝛿0
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Predicting quantitative traits based on genomic features
using sparse bayesian linear regression

Input: genomic features 𝑋 ∈ ℝ𝑁×𝑀 ; output: traits 𝑌 ∈ ℝ𝑁×𝐷,𝑀≫ 𝑁
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Encodes if𝑚 is relevant for 𝑑
𝛾𝑑,𝑚 ∼ Bernoulli(𝜌𝑑) Slab

Spike at 𝑤𝑑,𝑚 = 0
Hyperpriors:

𝜎−2𝑑 ∼ Gamma(𝛼𝜎, 𝛽𝜎)
𝜌𝑑 ∼ Beta(𝛼𝑝, 𝛽𝑝)

𝜏𝑑,𝑚 ∼ Log −𝒩 (𝜇,𝜔2)
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Posterior distribution of the parameters

𝜃 = (𝑤, 𝛾, 𝜌, 𝜏2, 𝜎2) 𝑤 ∈ ℝ𝑀×𝐷, 𝛾 ∈ ℝ𝑀×𝐷, 𝜌 ∈ ℝ𝐷, 𝜏 ∈ ℝ𝑀×𝐷, 𝜎2 ∈ ℝ𝐷

Bayes rules yields:

𝑝(𝜃|𝑌, 𝑋) = 𝑝(𝑌|𝑋,𝑤, 𝜎2)𝑝(𝑤|𝛾, 𝜏2)𝑝(𝛾|𝜌)𝑝(𝜌)𝑝(𝜏2)𝑝(𝜎2)
𝑝(𝑌|𝑋)

Predictive distribution:

𝑝(𝑦̃|𝑌, 𝑋, x̃) = 􏾙𝑝(𝑦̃|x̃, 𝑤, 𝜎2)𝑝(𝜃|𝑌, 𝑋)d𝜃
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Incorporating expert feedback
An expert is asked to provide a binary answer regarding two questions:

Is feature𝑚 relevant for the prediction of trait 𝑑? 𝑓rel𝑑,𝑚 ∈ {0, 1}

Does feature𝑚 act positively or negatively on trait 𝑑? 𝑓dir𝑑,𝑚 ∈ {0, 1}

Recall that:
𝑤𝑑,𝑚 ∼ 𝛾𝑑,𝑚 𝒩 (0, 𝜏2𝑑,𝑚) + (1 − 𝛾𝑑,𝑚)𝛿0

𝑓rel𝑑,𝑚 ∼ 𝛾𝑑,𝑚 Bernoulli( 𝜋rel
𝑑 ) + (1 − 𝛾𝑑,𝑚)Bernoulli(1 − 𝜋rel

𝑑 )
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𝑑 )

Encodes if𝑚
is relevant for 𝑑

Probability of the expert being correct

𝑓dir𝑑,𝑚 ∼ 1𝑤𝑑,𝑚>0 Bernoulli(𝜋
dir
𝑑 ) + 1𝑤𝑑,𝑚<0 Bernoulli(1 − 𝜋

dir
𝑑 )

For simplicity: 𝜋𝑑𝑖𝑟𝑑 = 𝜋𝑟𝑒𝑙𝑑 = 𝜋𝑑 ∼ Beta(𝛼𝜋, 𝛽𝜋)
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Final model

pðhjY ;XÞ ¼ pðY jX;w;r2Þpðwjc; s2ÞpðcjqÞpðqÞpðs2Þpðr2Þ
pðY jXÞ

:

The posterior distribution of w together with the observation

model is then used to compute the predictive distribution of the

traits ~y ¼ ½~y1; . . . ; ~yD%
> for a new individual ~x:

pð~yjY ;X ; ~xÞ ¼
ð

pð~yj~x;w; r2ÞpðhjY ;XÞdh: (1)

2.1.2 Incorporating expert feedback

We assume that an expert has provided feedback about the rele-

vance of some genomic features, for example, using elicitation tech-

niques described in the next section, corresponding to the expert’s

opinion of whether or not the features should be included into the

model when predicting a certain trait. In addition, we assume that

for some of the relevant features the expert has also indicated her ex-

pectation about the direction of the effect. These types of feedback

are assumed to be available for some or all of the feature-trait pairs

in the dataset, and they are treated as additional data when learning

the parameters of the spike-and-slab regression model. The rele-

vance feedback has been used in Daee et al. (2017) for univariate

prediction in textual data, which we extend by including directional

feedback (Micallef et al., 2017) in the multi-output scenario.

Technically, the expert knowledge is incorporated into the model

via feedback observation models. The relevance feedback

f rel
d;m 2 f0; 1g, where 0 denotes not relevant, 1 relevant, of feature m

for trait d follows:

f rel
d;m & cd;m Bernoulliðprel

d Þ þ ð1( cd;mÞ Bernoullið1( prel
d Þ;

where prel
d is the probability of the expert being correct. For example,

when the mth feature for trait d is relevant in the regression model

(i.e. cd;m ¼ 1), the expert would a priori be assumed to say f rel
d;m ¼ 1

with probability prel
d . In the model learning (i.e. calculating the poster-

ior distribution in Equation (2) below), once the expert has provided

the feedback based on his or her knowledge, prel
d effectively controls

how strongly the model will change to reflect the feedback.

The directional feedback f dir
d;m 2 f0; 1g, where 0 denotes negative

weight and 1 positive, follows:

f dir
d;m & Iðwd;m ) 0ÞBernoulliðpdir

d Þ þ Iðwd;m < 0ÞBernoullið1( pdir
d Þ;

where I(C)¼1 when the condition C holds and 0 otherwise, and pdir
d

is again the probability of the expert being correct. For example,

when the weight wd;m is positive, the expert would a priori be

assumed to say f dir
d;m ¼ 1 with probability pdir

d . To simplify the model,

we assume pd ¼ pdir
d ¼ prel

d and set a prior on pd as

pd & Betaðap; bpÞ:

Given the data Y and X and a set of observed feedbacks F encod-

ing the expert knowledge, the posterior distribution is computed as

follows:

pðhjDÞ ¼ pðY jX;w;r2Þpðwjc; s2ÞpðcjqÞpðqÞpðs2Þpðr2Þ
pðY ;FjXÞ

*pðFjc;w; pÞpðpÞ;
(2)

where D ¼ ðY ;X ;FÞ and h now includes also p. The predictive dis-

tribution follows from Equation (1). Figure 2 shows the plate dia-

gram of the model.

The computation of the posterior distribution is analytically in-

tractable. We use the expectation propagation algorithm (Minka

and Lafferty, 2002) to compute an efficient approximation. In par-

ticular, the posterior approximation for the weights w is a multivari-

ate Gaussian distribution and the predictive distribution for ~yd is

also approximated as a Gaussian (Daee et al., 2017; Hernández-

Lobato et al., 2015). The mean of the predictive distribution is used

as the point prediction in the experimental evaluations in Section 3.

2.2 Expert knowledge elicitation methods
The purpose of expert knowledge elicitation algorithms is to sequen-

tially select queries to the expert, such that the effort from the expert

Fig. 1. Overview. Predictions in small-sample-size problems are improved by asking experts in an elicitation loop. The system presents questions for the expert

sequentially to maximize performance with a minimal number of questions, i.e. on a budget. The expert answers the questions by indicating whether a feature is

relevant in predicting quantitative traits, such as cancer cell’s sensitivity to a drug. The expert can also indicate in which direction the effect is likely to be

Fig. 2. Plate notation of the quantitative trait prediction model (right) and

feedback observations (left) as introduced in Section 2.1. The feedbacks f rel

and f dir are sequentially queried from the expert based on an expert know-

ledge elicitation method

Genomics-based predictions through active elicitation of expert knowledge i397

D
ow

nloaded from
 https://academ

ic.oup.com
/bioinform

atics/article/34/13/i395/5045753 by guest on 20 January 2023

𝜃 = (𝑤, 𝛾, 𝜌, 𝜏2, 𝜎2, 𝜋)

𝑝(𝜃|𝑌, 𝑋, 𝐹) = 𝑝(𝑌|𝑋,𝑤, 𝜎2)𝑝(𝑤|𝛾, 𝜏2)𝑝(𝛾|𝜌)𝑝(𝜌)𝑝(𝜏2)𝑝(𝜎2)
𝑝(𝑌|𝐹, 𝑋) × 𝑝(𝐹|𝛾, 𝑤, 𝜋)𝑝(𝜋)

𝜋 controls how strongly the model will change to reflect expert feedback
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Experimental design for active expert knowledge elicitation

Experts don’t have time to provide feedback about every sample.

→ Find the most informative (trait, feature) candidate pair to show to the expert.

Informative? Can mean many things

Here: Informativeness of expert feedback measured by KL divergence between
predictive distributions before and after observing feedback. Let𝒟𝑡 = (𝑌,𝑋, 𝐹𝑡),

𝑢𝑛,𝑑,𝑚,𝑡 = 𝕂𝕃 􏿮𝑝(𝑦̃𝑛,𝑑|x𝑛,𝒟𝑡−1, ̃𝑓rel𝑑,𝑚, ̃𝑓dir𝑑,𝑚)||𝑝(𝑦̃𝑛,𝑑|x𝑛,𝒟𝑡−1)􏿱

(𝑑∗, 𝑚∗) = argmax
(𝑑,𝑚)∉𝐹𝑡−1

𝔼 ̃𝑓rel𝑑,𝑚, ̃𝑓dir𝑑,𝑚|𝒟𝑡−1

⎡
⎢⎢⎢⎢⎢⎣
𝑁
􏾜
𝑛=1

𝑢𝑛,𝑑,𝑚,𝑡

⎤
⎥⎥⎥⎥⎥⎦

predictive distribution of feedbacks
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Baselines

Sequential experimental design

Targeted sequential experimental design

(𝑑∗, 𝑚∗) = argmax
(𝑑,𝑚)∉𝐹𝑡−1

𝔼 ̃𝑓rel𝑑,𝑚, ̃𝑓
dir
𝑑,𝑚|𝒟𝑡−1

􏿮𝑢𝑑,𝑚,𝑡􏿱

with 𝑢𝑑,𝑚,𝑡 = 𝕂𝕃[𝑝(𝑦̃𝑑|x̃,𝒟𝑡−1, ̃𝑓rel𝑑,𝑚, ̃𝑓dir𝑑,𝑚)||𝑝(𝑦̃𝑑|x̃,𝒟𝑡−1)]
→ Focus on improving the prediction over the current sample 𝑦̃𝑑, not globally.

Random uniform sampling of the next pair not yet queried (𝑑,𝑚) ∉ 𝐹𝑡−1
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Metabolite concentration prediction and simulated experts
Predicting concentration of𝐷 = 4
standard metabolites:
HDL-C, LDL-C, TC, TG

𝑁 = 3918 individuals,𝑀 = 3107 SNPs

Simulated expert feedback using GWAS
meta-analysis over 24925 individuals.

relevant SNPs per output metabolite:
𝑝 < 2.3 × 10−9 ⟹ 13, 46, 39, 11
irrelevant:
𝑝 > 0.9 ⟹ 1010, 859, 620, 628.
dir. feedback: regression weights
frommeta-analysis

12428 possible queries (3109×4)

threshold in the meta-analysis (Kettunen et al., 2016)) as relevant (for

each target separately) and those with larger than 0.9 (arbitrary; sensi-

tivity to this is investigated in the result) as irrelevant. Directional feed-

back was generated for all relevant SNPs by taking the sign of the

regression coefficient in the meta-analysis results. This resulted in 13,

46, 39, and 11 SNPs being considered relevant and 1010, 859 620 and

628 SNPs not relevant for HCL-C, LDL-C, TC and TG, respectively.

The rest of the SNPs was considered to be of unknown relevance.

The hyperparameters of the prediction model were set as

ar ¼ 4; br ¼ 4; aq ¼ 2; bq ¼ 98; l ¼ "3:25; x2 ¼ 1
2, and ap ¼ 19;

bp ¼ 1 to reflect relatively vague information on the residual vari-

ance (roughly higher than 0.5), a preference for sparse models and

small effect sizes that one expects in SNP-based regression, and the

a priori quality of the expert knowledge as 19 correct feedbacks out

of 20. A sensitivity analysis with regard to the sparsity and effect

size parameters is given in the Supplementary Material.

For predictive performance evaluation, the data were divided

randomly into a training set of 1000 and a test set of 2918 individu-

als. The proposed methods are compared against two baselines: con-

stant prediction with the training data mean and elastic net. Elastic

net is a state-of-the-art method that includes ridge and lasso regres-

sion as special cases [Elastic net is implemented using the glmnet

R-package (Friedman et al., 2010) with nested cross-validation for

choosing the regularization parameters.]. The concordance index

(C-index; the probability of predicting the correct order for a pair of

samples; higher is better) (Costello et al., 2014; Harrell, 2015) and

the mean squared error (MSE; lower is better), computed on the test

set, are used as the performance measures. Bayesian bootstrap

(Rubin, 1981) over the predictions is used to evaluate the uncer-

tainty in pairwise model comparisons: in particular, we compute

the probability that model M1 is better than model M2 as follows Pr

ðM1 is better than M2Þ ¼ 1
B

PB
b¼1 IðM1 is better than M2 in bootstrap

sample bÞ, where I(C)¼1 if condition C holds and 0 otherwise

(Vehtari and Lampinen, 2002).

3.1.2 Simulated sequential elicitation user experiment

We simulated sequential expert knowledge elicitation by iteratively

querying (metabolite, feature) pairs for feedback, and answering the

queries using the generated feedback. At each iteration, the models

were updated and the next query chosen, based on the feedback eli-

cited up to that iteration, and the training data which does not

change. We compared the elicitation methods described in Section

2.2.1. The queries for the targeted sequential experimental design

approach were generated by running each test sample as a target in-

dividual separately. The queries were selected without replacement

from the 12 428 possible queries (4 metabolites%3, 107 SNPs).

3.1.3 Results

Expert knowledge can improve genomics-based prediction accuracy.

Table 1 shows the prediction performance averaged over the four

target metabolites (see Supplementary Material for target-wise per-

formance measures; same conclusions hold for those as given here

for the averaged case). As a side result, the sparse linear model with-

out feedback (SnS no fb) improves over both baselines (data mean

and elastic net), with bootstrapped model comparison probabilities

for both MSE and C-index greater than 0.99 in favor of it. Next, we

established whether the simulated feedback improves the model.

Giving all of the feedback (SnS all fb) improves the performance

(Table 1), with bootstrapped model comparison probabilities

greater than 0.99 in favor of it against all other models.

Although the results show that the predictive models with feed-

back are confidently better, the absolute improvements in MSE are

small. Yet, the amount of explanatory power in GWAS is usually

small and especially when learning from small datasets. The meta-

analysis results, with a much larger dataset, explained 4–11% of the

variance among the four metabolites studied here (note that this is

also not predictive power but computed in the same dataset as the

association study). Computing the proportion of variance explained

(PVE) by the cross-validated predictions, PVE ¼ 1" MSE
MSEdatamean

, the

improvement is 1.4 percentage points, corresponding to almost dou-

bling (1:8%) the predictive PVE from no feedback to all feedback

model (Table 1).

Feedback with the direction of the putative effect is more effect-

ive than general relevance feedback. We then examined the effect of

the directional feedback compared to using relevance feedback only.

Using only the relevance feedback (SnS rel. fb) improves over the no

feedback model, but the performance is decreased compared to

using both relevance and directional feedback (SnS all fb). We fur-

ther ran a sensitivity analysis with respect to the amount of not rele-

vant feedback: removing all not relevant feedback had a small

deteriorating effect in this dataset, resulting in MSE of 0.986 and

PVE of 0.031.

Sequential knowledge elicitation reduces the number of queries

required from the expert. The sequential knowledge elicitation per-

formance was then studied. Figure 3 shows the MSE as a function of

the number of queried feedbacks for random, experimental design,

and targeted experimental design sequential methods. The random

method finds hardly any useful queries in 1000 steps. Both

Table 1. Performance in metabolite concentration prediction

Data mean Elastic net SnS no fb SnS all fb SnS rel. fb

C-index 0.500 0.519 0.540 0.558 0.556

MSE 1.017 1.010 0.999 0.984 0.988

PVE 0.000 0.007 0.018 0.032 0.028

Note: Values are averages over the four target metabolites. Best result on

each row has been boldfaced. SnS¼ spike and slab sparse linear model;

fb¼ feedback; Rel. fb¼Only relevance feedback; MSE¼mean squared error;

PVE¼proportion of variance explained.
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Fig. 3. Sequential experimental design performance in metabolite concentra-

tion prediction comparing random querying, information gain-based sequential

experimental design and its targeted version. First 1000 iterations of feedback

are shown and the result with all feedbacks is included for reference. For the

targeted sequential experimental design, each individual in the test set was the

target separately and the predictions in the resulting feedback sequence were

used for that individual. The curve is a mean over all these sequences
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Drug sensitivity prediction for multiple myeloma patients
Real expert feedback

𝑁 = 44 patient samples,𝑀 = 2942 genomic features,𝐷 = 12 drugs.
Experts feedback on the relevance of genomic features for drug sensitivity.

Feedback only collected on 162 gene mutations causally involved in cancer.

knowledge on the direction only as relevance) to a model with

both types of feedback. Table 5 shows that the directional feed-

back improves the performance markedly, especially in the case of

the senior researcher (who gave more directional feedback than

the doctoral candidate; see Table 2). The bootstrapped probabil-

ities are 0.79 in the C-index and 0.96 in the MSE in favor of both

types of feedback compared to relevance only feedback for the se-

nior researcher and, similarity, 0.50 and 0.85 in the case of doctor-

al candidate. For the senior researcher, we also tested discarding

all ‘not-relevant’ feedback (doctoral candidate didn’t give any):

this didn’t have a noticeable effect on the performance (MSE:

1.025).

Sequential knowledge elicitation reduces the number of queries

required from the expert. In the results presented so far, the experts

had evaluated all (drug, feature) pairs and given their answers. We

next present the main result, of how much the sequential knowledge

elicitation models are able to reduce the impractical workload of the

experts to give feedback on all drug-feature-pairs. We compare the

effectiveness of the elicitation methods developed in this paper using

a simulated user experiment (see Section 3.2.3). The results in

Figure 4 show that both methods achieve faster improvement in

prediction accuracy than the random selection, as a function of the

amount of feedback. With sequential knowledge elicitation, 80% of

the final improvement is reached in the first 230 (81) and 1871 (35)

feedbacks for the targeted experimental design and non-targeted ex-

perimental design methods, respectively, using senior researcher

feedback (doctoral candidate feedback). For comparison, 1362

(1619) feedbacks are required for similar accuracy if the queries are

chosen randomly. Thus, on average, the targeted sequential experi-

mental design requires only 11% (senior researcher: 17%, doctoral

candidate: 5%) of the number of queries compared to random elicit-

ation order, and the sequential experimental design model 70% [SR:

137%, DC: 2% (The improvement, however, is not stable for doc-

toral candidate for sequential experimental design)], to achieve 80%

of the potential improvement.

4 Discussion and conclusion

Our goal was to study open questions in expert knowledge elicit-

ation in the context of precision medicine. In summary, we intro-

duced expert knowledge elicitation methods for and studied their

feasibility in the challenging task of prediction in precision medicine.

To our knowledge, this kind of approach has not been evaluated

previously in precision medicine. Our results show that accumulat-

ing expert knowledge with intelligent, experimental design-based

algorithms can improve the predictive performance in an efficient

manner considering the effort from the expert. This is particularly

important as evaluating the queries can be time-consuming for the

expert, and involve searching through databases, literature and data

(although here, in the real expert experiment, we evaluated the algo-

rithms based on the tacit knowledge of two well-informed experts).

Table 3. Performance of drug sensitivity prediction without expert
feedback

Data mean Elastic net Spike-and-slab

C-index 0.500 0.505 0.577
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Fig. 4. Performance improves faster with the active elicitation methods than with randomly selected feedback queries. The curves show MSEs as a function of the

number of iterations for the three query methods, with feedback of the doctoral candidate (left) and senior researcher (right). In each iteration, a (drug, feature)

pair is queried from the expert
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Main aim of our contribution: robustness to irrelevant AIS…
…While still accelerating convergence for relevant AIS (otherwise, just do BO)
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Introducing robust MFBO (rMFBO), defensive acquisition strategy
Wemodify the BO loop with a building block added on top of anyMFBOmethod.

Two separate GPs: MOGP 𝜇MF, 𝜎MF|𝒟MF and a GP 𝜇SF, 𝜎SF trained using a pseudo
dataset of objective queries only𝒟 pSF

(xMF
𝑡 , ℓ𝑡) = argmax

x∈𝒳 ,ℓ∈{obj, AIS}
𝛼(x, ℓ|𝜇MF, 𝜎MF,𝒟MF)

(xpSF𝑡 , obj) = argmax
x∈𝒳

𝛼(x|𝜇SF, 𝜎SF,𝒟 pSF)

𝜎MF(x
pSF
𝑡 , obj) ≤ 𝑐1 → Do I trust my joint model at the objective?

𝑠(xMF
𝑡 , ℓ𝑡) ≥ 𝑐2 → Is my joint model suggestion informative enough?

Upon satisfaction: query (xMF
𝑡 , ℓ𝑡) and add pseudo-observation of objective:

𝒟 pSF ← (xpSF𝑡 , 𝜇MF(x
pSF
𝑡 , obj)) →What if we had queried the objective?

Otherwise, query (xpSF𝑡 , obj)
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Theorem

Upon classical assumptions for deriving regret bounds in the BO litterature:

For any auxiliary information source, the difference in regrets achieved by SFBO
and rMFBO can be bounded with a high, controllable probability.
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Results
XGBoost hyperparameter tuning - relevant AIS | Rosenbrock 2D - irrelevant AIS
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We use the same settings in our algorithm for these two cases!
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Multiple Information Sources of varying relevance - 2D case
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Human-In-The-Loop Bayesian Optimization for de novo
drug design

Work In Progress
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De novo drug design

Inverse problem: find a molecule x⋆ that maximizes a given property 𝑓0

x⋆ = argmax
x∈𝒳

𝑓0(x)

Black-box, expensive-to-evaluate, function optimization problem.

Search over the whole molecular space𝒳 a large discrete space (≈ 1060).

Usually we only have access to a database𝒳𝑢 ⊂ 𝒳 .

It might not hold that x⋆ ∈ 𝒳𝑢, it might even not have been synthesized yet!

→ Solution: Deep generativemodels.

25



Latent space optimization using Variational Auto Encoders (VAEs)
Generative models for molecules (current art)
Search in a continuous hidden space

Search in a discrete chemical space (sequence of discrete actions, e.g., 
adding bonds/atoms)

But current models still struggle to generate meaningful drug-like molecules.

And more recently…
 Energy-based models
 GFlowNets
 Diffusion-based models

[Gómez-Bombarelli et al., ACS Cent. Sci., 2018] 3

Gómez-Bomberelli et al., 2018

Starting from an unsupervised database𝒳𝑢, a VAE learns:
1 A probabilistic encoder from x into a latent code z ∼ 𝑞𝜙(⋅|x), z ∈ 𝒵 ⊂ ℝ𝑑.
2 A probabilistic decoder from z to x ∼ 𝑝𝜃(⋅|z).

Property optimization in latent space corresponds to

z⋆ = argmax
z∈𝒵

𝑔𝜃(𝑧) ∶= 𝔼x∼𝑝𝜃(⋅|z)[𝑓0(x)] continuous optimisation!

Generative approach: 𝑔𝜃(z⋆) is highly likely not to belong to𝒳𝑢.
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Current challenges in Latent Bayesian Optimization

1 Lack of ”functional smoothness“: The latent space doesn’t account for the
objective 𝑓0, thus 𝑓0 can be highly non-smooth over𝒵 .

2 Expert are not integrated in the optimization process: querying the function
𝑓0 can be very expensive. Experts can help uncover 𝑓0.
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objective 𝑓0, thus 𝑓0 can be highly non-smooth over𝒵 .

2 Expert are not integrated in the optimization process: querying the function
𝑓0 can be very expensive. Experts can help uncover 𝑓0.

We propose to kill two birds with one stone using preferential elicitation.

Experts 𝑓1, … , 𝑓𝑑 have different goals and areas of expertise→ need a model
defining the correlation structure between 𝑓0, 𝑓1, … , 𝑓𝑑.

27



Preferential expert elicitation
Dataset𝒟 = {x𝑖 ≻ x′𝑖}𝑛𝑖=1. x𝑖 ≻ x′𝑖 is a R.V. with value 1 when x𝑖 is preferred to x′𝑖, o.w. 0.

preferences
0.2 � 0.1
0.35 � 0.5
0.2 � 0.35
0.2 � 0.6
0.8 � 0.7

Figure 8: Example of a set of preference relations (left table) used to infer a GP (right
plot) on a toy problem. The preferences are indicated as a set of preferences between
two points in the space, which serves as input to a function that finds a Gaussian
process that takes into account all the available preference information, as well as
prior information on the smoothness and noise.

Hessian: H = K�1 +C, where the matrix C has entries

Cm,n = � @
2

@f(xm)@f(xn)

MX

i=1

log�(Zi)

=
1

2�2

MX

i=1

hi(xm)hi(xn)


�(Zi)

�2(Zi)
+

�
2(Zi)

�(Zi)
Zi

�

The Hessian is a positive semi-definite matrix. Hence, one can find the MAP
estimate with a simple Newton–Raphson recursion:

fnew = fold �H�1g |f=fold .

At f = fMAP, we have

P (f |D) ⇡ N
�
Kb, (K�1 +C)�1

�
.

with b = K�1fMAP. The goal of our derivation, namely the predictive distribu-
tion P (ft+1|D), follows by straightforward convolution of two Gaussians:

P (ft+1|D) =

Z
P (ft+1|fMAP)P (fMAP|D)dfMAP

/ N (kTK�1fMAP, k(xt+1,xt+1)� kT (K+C�1)�1k).

An example of the procedure on a toy 1D problem is shown in Figure 8. We
can see that the inferred model explains the observed preferences, while also
adhering to prior information about smoothness and noise.
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Ways to model them: probit likelihood, sign constraints on the derivatives.
28



Preferences as gradient sign observations

Preferential queries for 𝑓𝑗 can be thought of as observations sgn(𝜕z𝑓𝑗(z)).
These can be modeled and inform us on 𝑓𝑗.

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

𝑓1(z)
⋮

𝑓𝑚(z)
𝜕z𝑓1(z)

⋮
𝜕z𝑓𝑚(z)

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

∼ 𝒢𝒫

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0,

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

K(z, z ′) 𝜕z′K(z, z ′)

𝜕zK(z, z ′) 𝜕2zz′K(z, z ′)

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

Where K(z, z ′) = (cov[𝑓𝑖(z), 𝑓𝑗(z ′)])1≤𝑖,𝑗≤𝑚 ∈ ℝ𝑚×𝑚: “low-rank” correlation structure
between experts.

 We do not observe 𝜕z𝑓𝑗(z) but sgn(𝜕z𝑓𝑗(z)).
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Property-aware latent space

Use preferential queries to enforce functional smoothness over latent space:
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An idea would be to learn a mapping ℎ𝜓 ∶ 𝒵 → 𝒵 ′ as an invertible neural net s.t.
z ′ = ℎ𝜓(ENC(x)). 𝜓 would be learned using expert feedback.
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Conclusion
Expert knowledge can be integrated through probabilistic modeling and
advanced query strategies.

One cornerstone of HITL-ML is BO, which we made robust to unreliable
information sources, thus paving the way for integration of human feedback.

Currently tackling the case of multiple, correlated experts, to enhance latent
space optimization.

One perspective: take BO to real-world applications using HITL
Classical issue: effect of confounders (e.g. temperature, light…) on objective

BO with a list of𝑚 confounders each with a different query cost

Human-In-The-Loop to select which confounder to measure

Case study brought by material scientists
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